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Machine Learning/Artificial Intelligence

• Minimal Requirements for an Algorithm to be ML 
⎼ Representation (�
) – Classifiers or basic language that a computer can 

understand
⎼ Evaluation (��)– Inputting data and generating output (score)
⎼ Optimization (���)– Developing a strategy to get from inputs to outputs

1 Supervised Learning
�	����

2 Unsupervised Learning
�	����

3 Semi-Supervised Learning
��	����

4 Reinforcement Learning

���

Learning Models
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Best Practices –���������-

• U.S. Best Practices �')���$�!#(� ��

1. Include description of the technical substance underlying the AI technology. Simply relying on 
black box description of “artificial intelligence” or “machine learning” will likely not be sufficient. 
AI;E�7B���;E19�G=�6�����5��“artificial intelligence” � “machine 
learning” �"(��%���A�.�+��H:42�����

2. Avoid personification of “modules” or “processors”
“modules” or “processors”�<,3�J���

3. Include detailed step-by-step algorithms and concrete examples of how the AI/machine 
learning can be applied. 
FC�� �#	���*�)�&��
����AI/?>8D�I@
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Exemplary Algorithm Types �
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• Association Rule Analysis
• Apriori
• Equivalence Class Transformation
• FP-Growth

• Hidden Markov Model

• Classification
• K-Nearest Neighbors
• Decision/Boosted Trees
• Logic Regression/Naive-Bayes
• Neural Networks
• Support Vector Machine (SVM)

• Clustering and Dimensionality 
• K-Means
• Singular Value Decomposition
• Principle Component Analysis

• Regression
• Linear Regression
• Polynomial Regression

• Decision Trees
• Random Forests

Unsupervised Learning Algorithms Supervised Learning Algorithms
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Protecting ML/AI Related Products and Services
ML/AI
�
	���������
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Protecting ML Technologies ML�����
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• Potential Patentable 
Subject Matter

⎼ Collecting or Forming 
Data Set

⎼ Supplementing Data 
Set

• Potential Patentable 
Subject Matter

⎼ Modifications/Improve
ments to Al algorithms

• Potential Patentable 
Subject Matter

⎼ Post-processing 
feedback

⎼ Use of ML processed 
data 

Data Set Generation and Inputs

�
���������


ML Processing

ML�	��

ML Results and Post Processing

ML�������
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Claim Drafting - Collecting or Forming Data Set
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Example 39 - Method for Training a Neural Network for Facial Detection
USPTO������
�
	������

1. A computer-implemented method of training a neural network for facial detection
comprising:

collecting a set of digital facial images from a database;

applying one or more transformations to each digital facial image including mirroring,
rotating, smoothing, or contrast reduction to create a modified set of digital facial images;

creating a first training set comprising the collected set of digital facial images, the modified
set of digital facial images, and a set of digital non-facial images;

training the neural network in a first stage using the first training set;

creating a second training set for a second stage of training comprising the first training set
and digital non-facial images that are incorrectly detected as facial images after the first stage
of training; and
training the neural network in a second stage using the second training set.



Example 39 - Method for Training a Neural Network for Facial Detection
USPTO������
�
	������

1. A computer-implemented method of training a neural network machine learning algorithm
for facial detection comprising:

collecting a set of digital facial images from a database;

applying one or more transformations to each digital facial image including mirroring,
rotating, smoothing, or contrast reduction to create a modified set of digital facial images;

creating a first training set comprising the collected set of digital facial images, the modified
set of digital facial images, and a set of digital non-facial images;

training the neural network machine learning algorithm in a first stage using the first training
set;

creating a second training set for a second stage of training comprising the first training set
and digital non-facial images that are incorrectly detected as facial images after the first
stage of training; and
training the neural network machine learning algorithm in a second stage using the second
training set.



Method for Training a Neural Network for Facial Detection – Sample Dependent Claims
��������
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2.    The computer-implemented method as recited in Claim 1, wherein the 
machine learning algorithm corresponds to a supervised learning-based 
machine learning algorithm.
3. The computer-implemented method as recited in Claim 1, wherein the 

supervised learning-based machine learning algorithm corresponds to a 
neural network. 

4. The computer-implemented method as recited in Claim 1 further 
comprising:
obtaining a set of target  input digital facial images;
processing the set of target input digital facial images with the trained 
machine learning algorithm; and
generating a processing result corresponding to the processing.



Sample Claim – Predicting Failure – Data Sources
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Claim Figure 2

1. A failure predicting apparatus for predicting a failure timing of a 
printed circuit board included in a management target device, the 
failure predicting apparatus comprising:

a machine learning device that learns the failure timing of the printed 
circuit board included in the management target device with respect to 
an operating state of the management target device, 

wherein the machine learning device includes a state observing unit 
that observes, as state variables indicating a current environmental 
state, operating state data indicating an operating state of the 
management target device and device configuration data indicating a 
device configuration of the management target device,

a label data acquiring unit that acquires, as label data, maintenance 
history data indicating a maintenance history of the management 
target device, and 

a learning unit that, by using the state variables and the label data, 
learns the failure timing of the printed circuit board included in the 
management target device, the operating state data, and the device 
configuration data such that the failure timing is associated with the 
operating state data and the device configuration data.



Sample Claim – Predicting Failure – Data Sources
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1. A method for management of a target device, the method comprising:
obtaining a first set of inputs corresponding to state observing unit data, 
wherein the state observing unit data corresponds to state variables 
indicating a current environmental state, operating state data indicating an 
operating state of the target device;
obtaining device configuration data indicating a device configuration of the 
management target device,
obtaining a second set of inputs corresponding to label data unit data, 
wherein the label data that acquires, as label data, maintenance history data 
indicating a maintenance history of the management target device, and 
processing, using a machine learned algorithm, the first set of inputs and the 
second set of inputs, to characterize a likelihood that the target device will 
experience a failure.
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Claim Drafting - Use of ML Processed Data
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Sample Claim – Use of ML Processed Data ML ��������	
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1.  A system for charactering user input in network-based services, the system comprising:
one or more computing devices associated with a processor and a memory for executing 
computer-executable instructions to implement an input management service, wherein the 
input management service is configured to:

obtain a set of customer inputs as customer feedback related to one or more network 
services hosted on behalf of network service providers;
vectorize the set of customer inputs to form a set of vectorized customer inputs using a 
machine learned algorithm, wherein vectorizing the set of customer inputs includes 
generating an individual numerical vector for individual customer inputs from the set of 
customer inputs;
cluster the set of vectorized customer inputs, wherein clustering the set of vectorized
inputs includes aggregating semantically similar vectorized customer inputs based on 
comparison of the numerical vectors; and
generate a processing result based on the prioritized, filtered clusters.  



Sample Claim – Use of ML Processed Data – Sample Dependent Claims ��������
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2.    The system as recited in Claim 1, wherein the machine learning 
algorithm corresponds to a unsupervised learning-based machine learning 
algorithm.
3. The system as recited in Claim 1, wherein the unsupervised learning-

based machine learning algorithm corresponds to a clustering and 
dimensionality algorithm.



Sample Claim – Machine Learning System ��������
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1. A machine-implemented method, comprising:
collecting a plurality of human-generated requests for each of a plurality of task 
categories to create a training database of user requests;
extracting a training feature vector from each user request in the training database by 
assigning a binary value to each different word in the user request to form a training 
data set having a plurality of training feature vectors for each task category;
processing the training feature vectors in the training data set to determine a task 
classifier model for each task category;
receiving an additional request from a user, the additional request being classifiable into 
one of the task categories; and
comparing an extracted feature vector from the additional request to the task classifier 
model to determine a predicted task category for the additional request.
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